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Overview

 Problem and Motivation (2 min.)

 Model-Building Strategies (3 min.)
e Two Examples

1. Two-Level Models for Clustered Data : The Rat Pup
Example (15 min.)

2. Random Coefficient Models for Longitudinal Data:
The Autism Example (25 min.)

»  Structures of Analyzing
»  The Autism Example in R



Problem and Motivation

What is important in an application of LMM ?
v' Dependent variable
v' Covariances: fixed-effect parameters and random-effect parameters

v" The relationships between a continuous dependent variable and various predictor
variables

What kind of data sets are they?

v Clustered, longitudinal, or repeated-measures
How can we analyze those data?
How can we build a suitable model?
How can we know, if it is a good model?



Model-Building Strategies

v'The Top-Down Strategy

1. Start with a well-specified mean structure for the
model

2. Select a structure for the random effects in the
model

3. Select a covariance structure for the residuals in the
model

4. Reduce the model

v'The Step-Up Strategy
Vi



Th e Rat Pu p Stu dy Sample of the Rat Pup Data Set

Litter (Level 2) Rat Pup (Level 1)
Dependent
. - Cluster ID Covariates Unit ID Variable Covariate
e Litter (Level 2) Variables
LITTER TREATMENT  LITSIZE PUP_ID WEIGHT SEX
. 1 Control 12 1 6.60 Mal
LITTER = Litter ID number T &
1 Control 12 2 7.40 Male
TREATMENT = Dose Ievel Of the 1 Control 12 1 715 Male
experimental compound assigned to 1 Constral 12 4 7.24 Male
the litter(high, low, control) 1 Control 12 5 7.10 Male
LITSIZE = Litter size (i.e., number of ! Somteol i . Bl bale
. 2 .c M:
pups per Iltter) 1 Control 1 7 6.98 lale
1 Control 12 8 7.05 Male
1 Control 12 g 6.95 Female
« Rat Pup (Leve| 1) Variables 1 Control 12 10 6.29 Female
PUP_ID = Unique identifier for each rat N
11 Low 16 132 5.65 Male
pup 1 " . _ -
oW 16 133 578 Male
WEIGHT = Birth weight of the rat pup N
(the dependent variable) 21 High 14 258 5.00 Male
SEX = Sex of the rat pup (male, female) 2 High 14 259 5.57 Male
21 High 14 2 5.69 Male
2 High 14 261 5.50 Male

Note: “..." indicates that a portion of data is not displayed.



Data Summary

Analysis Variable : weight

Treat Sex Olf: N| Mean, Std Dev| Minimum| Maximum
High Female 3232 585 0.60 4.48 7.68
‘Male 3333 592 0.69 5.01 7.70
Low | Pemale 65| 65| 5.84 0.45 4.75 773
‘Male 61 61  6.03 038/ 525 7.13
Control Female 54| 54| 6.12 0.69 3.68 7.57
Male 7777 647 0.75 4.57 8.33

LITTER (number of litters) = 27

LITSIZE (hnumber of rat pups per litter) = 2~18
The number of pups = 322

Female (rat pups ) = 151
Male (rat pups ) =171

WEIGHT (Birth weight of the rat pup) =3.68 ~ 8.33




M Od € I WEIGHT, = o + 1 x TREATL, + B, x TREAT2;+ B xSEX1; |

Specification -« xLITsiz + ps < TREATY, xSEX1, + B X TREAT2, xSEXI, |

+u;+¢; } random

fixed

STEP 1 M3.1
Homogenous residual
A variance, treatment by

STEP 2 H3.1 o “ | sex interaction included
- F S
M3.1A ol P ™)
Random litter g ~
effects omitted 2 s ~ ~ H34
», H32 S~
rd ~
STEP 3 e ~
z ~
M3.2A H3.3 M3.2B
He;erog::ne(_:rus » Common residual
residual variances variance for High and
for High, Low, Low groups
Control groups
H3.5
STEP 4
M3.3 M3.3A
Treatment by sex interaction f = = = =»| Fixed treatment effects
omitted H3.6 omitted
Legend:
Model choice
Reference _| Nested model Nested (null hypothesis)
model maodel preferred
Reference| »| Nested model Reference model
model preferred
FIGURE 3.3

Model selection and related hypotheses for the analysis of the Rat Pup data.



Analysis Steps

Step 1: Fit a model with a “loaded” mean structure (Model 3.1).

Model 3.1 includes treatment, sex, litter size, interaction between treatment and sex, random effect
associated with the intercept for each litter and a residual (i.i.d.) associated with each birth weight observation.

Step 2: Select a structure for the random effects (Model 3.1 vs. Model 3.1A).
Model 3.1 A : by omitted the random litter effects from Model 3.1 (Hypothesis 3.1).

Step 3: Select a covariance structure for the residuals (Model 3.1, Model 3.2A, or Model 3.2B).
Model 3.1 : homogeneous residual for all treatment groups
Model 3.2A: heterogeneous residual for for each level of treatment (high, low, and control).

Model 3.2B: a common residual variance for the high and low treatment groups, and a different residual
variance for the control group.

Step 4: Reduce the model by removing nonsignificant fixed effects, test the main effects associated with
treatment, and assess model diagnostics.

Decide whether to keep the treatment by sex interaction in Model 3.2B (Model 3.2B
vs. Model 3.3).

Test the significance of the treatment effects in our final model, Model 3.3 (Model 3.3
vs. Model 3.3A).

Assess the assumptions for Model 3.3.



Hypothesis Tests

* Hypothesis 3.1: The random effects,
uj, associated with the litter-specific
intercepts can be omitted from Model
3.1.

* Hypothesis 3.2: The variance of the
residuals is the same (homogeneous)
for the three treatment groups (high,
low, and control).

* Hypothesis 3.3: The residual
variances for the high and low
treatment groups are equal.

* Hypothesis 3.4: The residual variance
for the combined high/low treatment

group is equal to the residual variance
for the control group.

* Hypothesis 3.5: The fixed effects
associated with the treatment by sex
interaction are equal to zero in Model
3.2B.

Hypothesis 3.6: The fixed effects
associated with treatment are equal to
zero in Model 3.3.

Summary of Hypothesis Test Results for the Rat Pup Analysis

Models Compared
Hypothesis Estimation (Nested vs. Test Statistic Value
Label Test Method Reference) (Calculation) p-Value
3.1 LRT REML 3.1A vs. 3.1 x2(0:1) = 89.4 < .001
(490.5 — 401.1)
3.2 LRT REML 3.1vs. 3.2A xH2) =412 < .001
(401.1 — 359.9)
3.3 LRT REML 3.2B vs. 3.2A (1) =12 27
(361.1 — 359.9)
34 LRT REML 3.1 vs. 3.2B x*(1) = 40.0 < .001
(401.1 — 361.1)
3.5 Type III REML 3.2B° F(2,194) =03 73
F-test
3.6 LRT ML 3.3A vs. 3.3 xX(2) = 18.6 <.001
(356.4 — 337.8)
Type III REML .80 F(2,243) =114 < .001

F-test




WEIGHT;, =

Bo+P1 x TREATI, +B, x TREAT2; + B x SEX1;

flxed
+ B4 X LITSIZE; + Bs XWXL; + P M)ﬂq

Selected Models Considered in the Analysis of the Rat Pup Data

i f

i +E;} random

General HLM Model
Term/Variable Notation Notation
3.1 3.2A¢0 3.2Ba 3.34
Intercept By oo N v A\l v
TREAT1 B 4 ¥ J Ny
{High vs. control) : L
TREAT2 B N J J N
{Low vs. control) 2 Tos
; SEX1 i | i i
Fixed elfects {Female vs. male) By T ! X A !
LITSIZE B, Yor v v v v
TREAT1 = SEX1 Bs T N + o)
TREAT2 x SEX1 B Tz N Y 3
Random ; . ) r i |
affects Litter (j) Intercept I Hy; k| v v v
Rat pup
Residuals (pupiin £, Iy N y y y
litter j)
Covarianie Litter Variance of z { | i
parameters (8) level —— O itier T N W g N
for I) matrix P
Covariance i 5 2 Oiigh ) 2
paramibes (0. Rat pup Van.?nces of O igh 0 oo a? o e s} Higho, @ ightow,
- EEVEI re*:.ldual 5 G'—.:um.'ﬁ.' 2 G_mmrc.! Ghmntrs.‘
for R; matrix O comirol

3 Models 3.2A, 3.2B, and 3.3 (with heterogeneous residual variances) can only be fit using the procedures in

SAS and R.



Random Coefficient Models for Longitudinal Data

* Definition of Longitudinal Data: data sets in which the dependent variable is
measured at several points in time for each unit of analysis.

Examples of Longitudinal Data in Different Research Settings

Research Setting

Level of Data Substance Abuse Business Autism Research
Subject variable College Company Child
o ~ (random factor)
Subject (Level 2) _ - ) , - :
' Cowvariates Geographicregion, Industry, Gender, baseline

public/private,
rural /urban

FeOgrap hic rEEiI:IJ'l

language level

Time (Level 1)

Time variable

Dependent variable

Ti:nw—var_*,'mg
covariates

Year

Percent of students
who use marijuana
during each
academic year
School ranking,
cost of tuition

(Juarter

Stock value in each
quarter

Quarterly sales,
workforce size

Age

Socialization score at
each age

Amount of therapy
received




The Autism Example

e Subject (Level 2) Variables

CHILDID = Unique child identifier

SICDEGP = Sequenced Inventory of
Communication Development
Expressive

Group: categorized expressive
language score at age 2 years

(1 =low, 2 =medium, 3 = high)

e Time-Varying (Level 1)
Variables

AGE = Age inyears (2, 3,5, 9, 13);
the time variable

VSAE = Vineland Socialization Age
Equivalent: parent-reported
socialization, the dependent
variable, measured at each age

Sample of the Autism Data Set

Child (Level 2)

Longitudinal Measures (Level 1)

Subject ID Covariate Time Variable Dependent Variable
CHILDID SICDEGP AGE VSAE

1 3 2 6

1 3 3 7

1 3 5 18

1 3 9 25

1 3 13 27

2 1 2 6

2 1 3 7

2 1 5 7

2 1 9 8

2 1 13 14

3 3 2 17

3 3 3 18

3 3 5 12

3 3 9 18

3 3 13 24




Data Summary

> # Number of Chservaticns at each level of AGE ° We begin by reading the comma-
(age. £) separated raw data file (autism.csv) into R

> Jummaryia
I functions

> ¥ Number of Observations at each level of AGE within sach group
> ¥ defined by the SICDEGE factor

»able{sicdegp: £, age:f) * Next, we apply the factor() function to

=i
f the numeric variables SICDEGP and AGE

sicdegp.f 2 5 5% I3 . .
S0 as 2s 37 22 to create categorical versions of these
S EoEm Y variables (SICDEGP.F and AGE.F),

> § Overall summary for V3AE

> summary {vsas)

Min. lst Qu. M=dian Mzan 3rd Qu. Max. Nt ¢ Add the new va rlables to the data frame
L.00 10.00 14.00  26.41  27.00 1%2.00 2 object. After creating these factors, we
request descriptive statistics for both the
] continuous and factor variables included
> ERRRNTATERR. BT B NRES Ta- TR - in the analysis using the summary()

> £ V3AF means at sach AGE

':’1'..}3974;_ 1.5.:55.:3; 21.483516 39.55462Z 60.600000 funCtion
> ¥ V2AE minimum waluss at sach AGE
> tapply{vsas, age.f, min, na.rm=TRUE) b We next generate graphs that ShOW the
ol o o observed VSAE scores as a function of
e | i/

age for each child within levels of
> % VIR miaun elans St eath A5 SICDEGP (Figure 6.1) and the mean VSAE
F, HiaEs e R profiles by SICDEGP (Figure 6.2).



VSAE

VSAE

Individual Data by SICD Group
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Result of Data Summary

The plots of the observed VSAE
values for individual children in
Figure 6.1 show substantial variation
from child to child within each level
of SICD group. the VSAE scores of
some children tend to increase as the
children get older, for other children
remain relatively constant. we do not
see much variability in the initial
values of VSAE at age 2 years for any
of the levels of the SICD group.
Overall.

The mean profiles displayed in Figure
6.2 show that mean VSAE scores
generally increase with age. There
may also be a quadratic trend in VSAE
scores, especially in SICD group two.
This suggests that a model to predict
VSAE should include both linear and
guadratic fixed effects of age, and
possibly interactions between the
linear and quadratic effects of age
and SICD group.



General Model Specification

VSAE,; =By + By x AGE_2, + B, x AGE_25Q,, + B x SICDEGP1.

+B4 x SICDEGP2; + B5s x AGE_2,; x SICDEGP1;
fixed
+B¢ X AGE_2,; x SICDEGP2; + 3, x AGE_2SQ,; x SICDEGP1, (6.1)

+Bg x AGE_25Q,; x SICDEGP2; +

ug; + uy; X AGE_2; +up; x AGE_25Q;; +¢,,} random

* VSAE, (Vineland Socialization Age Equivalent): on child i, at the t-th visit (t = 1, 2, 3, 4, 5, corresponding to
ages 2, 3,5, 9and 13)

* SICDEGP1 and SICDEGP2: the first two levels of the SICD group, SICDEGP = 3 as the “reference category.”

e AGE_2.SICDEGP1 and AGE_2 . SICDEGP2: interaction between age and SICD group

e AGE_2SQ.SICDEGP1 and AGE_2SQ . SICDEGP2: interaction between age-squared and SICD group

* B0 - B8 :the fixed effects associated with the intercept,the covariates, and the interaction terms in the model.
* u0i, uli, u2i the random effects associated with the child-specific intercept, linear effect of age, and
guadratic effect of age for child .

ecti in Equation 6.1 represents the residual associated with the observation at

time t on child i. eti ~ N(0,02 )



Overview of the Autism Data Analysis

STEP1 Me.1 . .
B e e e Step 1: Fit a model with a
three random effects “loaded” mean structure
_ . (Model 6.1).
No hypothesis tested
STEP 2 M6.2 Hé.1 Mo6.2A
Random mtercepts == == = =p Random quadratic o Step 2: SE|eCt a structure for
omilted effect of age omitted the random effects (Model
6.2 vs. Model 6.2A).
Fit a model without the
creps He random child-specific
intercepts (Model 6.2), and
test, whether to keep the
A6.3 " Ao.4 iNi /
Fixed effects associated He.3 Pi}?&d effects associated remalnlng random effECtS In
with the age-squared by~ Ju == wm wmp| with the age by SICD the mOdEI
SICD group interaction group imnteraction
onutted cmitted
_— e Step 3: Reduce the model by
— Model choice removing nonsignificant fixed
Reference .| Nested model _\'esc{eld {m;ll h}épothesis) effeCts (MOdeI 6‘2 Vs.
e Model 6.3), and check model
uR:lgIn:'ferlence ..., Nested model g;t;g::lge model diagn ostics_




Hypothesis Tests

*Hypothesis 6.1: The random effects
associated with the quadratic effect of
AGE can be omitted from Model 6.2.

*Hypothesis 6.2: The fixed effects
associated with the AGE-squared .
SICDEGP interaction are equal to zero
in Model 6.2.

*Hypothesis 6.3: The fixed effects
associated with the AGE . SICDEGP
interaction are equal to zero in Model
6.3.

TABLE 6.4

Summary of Hypotheses Tested in the Autism Analysis

Hypothesis Specification

Hypothesis Test

Label

Null Alternative
(Hy) {H,) Test

Models Compared

Nested Model
(Hy)

Reference
Model ()

Estimation
Method

Asymptotic/
Approximate
Distribution
of Test
Statistic under
H,

6.1

Drop 11 Retain iy, LRT
random

effects

associated

with AGE-

squared

Drop fixed  Eitherf-#0, LRT
effects or B, # 0

associated

with AGE-

squared by

SICDEGP

interaction (i

T ﬁs =10)

Drop fixed Either f;# 0, LRT
effects or B, =0

associated

with AGE by

SICDEGP

interaction (i

=f,=0)

Model 6.2A

Model 6.3

Model 6.4

Model 6.2

Model 6.2

Model 6.3

REML

ML

ML

U'lel T [].512:




Results of Hypothesis Tests

Summary of Hypothesis Test Results for the Autism Analysis

Hypothesis Test Estimation Models Compared Test Statistic Value p-Value
Label Method (Nested vs. Reference) (Calculation)
6.1 LRT REML 6.2A vs. 6.2 x*(1:2) = 83.9 < .001
(4699.2 — 4615.3)
6.2 LRT ML 6.3 vs. 6.2 x(2)=19 0.39
(4612.3 — 4610.4})
6.3 LRT ML 6.4 vs. 6.3 ¥H2) =234 <.001

(4635.7 — 4612.3)

Note: See Table 6.4 for null and alternative hypotheses and distributions of test statistics under Hj.

 Hypothesis 6.1: The child-specific quadratic random
effects of age can be omitted from Model 6.2.

 Hypothesis 6.2: The age-squared by SICD group interaction
effects can be dropped from Model 6.2 (B7 = 38 = 0).

 Hypothesis 6.3: The age by SICD group interaction effects
can be dropped from Model 6.3 (B5 = 86 = 0).



Diagnostics for
the Final Model

*Residual Diagnostics

eDiagnostics for the
Random Effects

*Observed and Predicted
Values

TABLE 6.3

Summary of Selected Models Considered for the Autism Data

VSAE; = Bo+ph % AGE_24 + Bz x AGE_25Qy + 81 x SICDEGPY

+He x BICDEGPZ; + s » AGE_ 2y x SICDEGP

+ % AGE_2,  SICDEGP2, + B, * AGE_250; ¥SKDEGP,
+fb % AGE_IS0=SICDEGP2, +

Mgy iy X AGE_ 2y +u, x AGE_ 250, +£/

Motation Mlodel
TermWVariabla Cenaral HLM® 61 62 6F
Insercept By B Ny y
AGE_2 B B L W ¥
AGE_0) B, Bx
SICDEGE] f B y ¥
SICDEGF2 B, L W W g
Fined effects
AGE_T « SICDECF] B L W W W
AGE_2 = SICIVEGF2 B P W W ¥
ACE_250) « SICDECGF] f; Py W
AGE_F0) « SICDECF2 fs Pn
Random effectss  Child (i) Intercept (18 Tw "
I|LL.-E: Hy; T ) L} Kl
AGE_250) My ¥
Residuals Time [} By A g W L
Covariance Child level Varlance of intercepts L 1 L.1] N
Farameters
ifhy) for D Covarlance of i 1.2]
Matrix tmitercepts, AGE 2
effocts
Covarance of - — 113] N
intercepts, AGE_Z50)
effocts
Varlance of AGE 2 e 22 \ W )
effocts
i.'.t!'-.'.aﬂancq of .-:ILIL:[-I_I i 7]23]
effocts, AGE_Z50)
effocts
Variance of AGE_ 2503 S 13.3] W W L
effects
Covariance Time lavel Residual variance o o N W '1
Parameters
{f) for R,
matrix

*The notation For the HLM sofiware s described in more detail in SubsecHon 6.4.5.



Structures of Analyzing

Data Summary

General Model Specification
Analysis Steps in R

Hypothesis Tests

Diagnostics for the final Model



Thank you






