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Your Lecturer
Name: Marcel Dettling

Age: 36 Jahre

Civil Status: Married, 2 children

Education: Dr. Math. ETH

Position: Lecturer at ETH Zürich and ZHAW
Project Manager R&D at IDP, a ZHAW institute
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Introduction to Regression
Everyday question: 
How does a target (value) of special interest depend on several 
other (explanatory) factors or causes. 

Examples:
•  growth of plants, affected by fertilizer, soil quality, …
•  apartment rents, affected by size, location, furnishment, … 
•  airplane fuel consumption, affected by tow, distance, weather, …

Regression:
•  quantitatively describes relation between predictors and target
•  high importance, most widely used statistical methodology
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The Linear Model
Simple and appealing way for describing predictor/target relation!

For specifying this model, we need to estimate its parameters. In 
order to do so, we need data. Usually, we are given n data points.

Estimation is such that the errors are “small”, i.e. such that the sum 
of squared residuals is minimized. Some additional assumption are 
necessary, too.

0 1 1 2 2 ... p pY x x x         
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Goals with Linear Modeling
Goal 1:To understand the causal relation, doing inference

•  Does the fertilizer positively affect plant growth?
•  Regression is a tool to give an answer on this
•  However, showing causality is a different matter

Goal 2: Target value prediction for new explanatory variables

•  How much fuel is needed for the next flight?
•  Regression analysis formalizes “prior experience”
•  It also provides an idea on the uncertainty of the prediction
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Versatility of Linear Modeling
“Only” linear models: is that a problem? NO
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Topics of the Course
•   01 - Introduction
•   02 - Simple Linear Regression
•   03 - Multiple Linear Regression
•   04 - Extending the Linear Model
•   05 - Model Choice
•   06 - Generalized Linear Models
•   07 - Logistic Regression
•   08 - Nominal and Ordinal Response
•   09 - Regression with Count Data
•   10 - Modern Regression Techniques
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Synopsis: What will you learn?
Over the entire course, we try to address the questions:

•   Is a regression analysis the right way to go with my data?

•   How to estimate parameters and their confidence intervals?

•   What assumptions are behind, and when are they met?

•   Does my model fit? What can I improve it it does not?

•   How can identify the “best” model, and how to choose it?
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Before You Start…
The formulation of a problem is often more essential than its 
solution which may be merely a matter of mathematical or 
experimental skill. 

Albert Einstein

Process:

1) Understand and formulate the problem
2) Obtain the data and check them                     it's an iterative
3) Do a technically correct analysis process!
4) Draw conclusions
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Common Mistakes
The formulation of a problem is often more essential than its 
solution which may be merely a matter of mathematical or 
experimental skill. 

Albert Einstein

Though it shall be avoided at any cost, it happens again:

- Thoughtless collecting of data, without a clear question
- Statistical analyses without having a precise goal/question
- One just reports what was found by coincidence

 Act better!
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Good Practice in Data Analysis
1) Try to understand the background. Take the time to acquire 

knowledge on the subject. 

2) Make sure that the question is precisely formulated. This 
often requires some awkward begging on your partners, 
because they don't know exactly themselves. But it's worth it!

3) Avoid "fishing expeditions", where you search your data until 
you have found "something". Finally, there is always some-
thing standing out. However, it's often just random variation 
or artefacts.
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Good Practice in Data Analysis
4) Choose an appropriate amount of complexity. Sophisticated 

methodology should not be used for vanity reasons, but only 
if it is really required. 

5) Try to translate the question from the applied field into the 
world of statistics, i.e. clearly indicate, which statistical 
analyses answer what question(s) how precisely. 

- that's not simple!
- it cannot be done automatically!
- education and having the knowledge is key!  
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Garbage In, Garbage Out
IMPORTANT:

Feeding some data into some statistical method, make it run 
without obtaining and error message and producing some output 
is one thing…

Withouth a thoughtful approach, such results are usually 
worthless for yourself and your partners. Thus, be critical: both 
against yourself, as well as against third party analyses.
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The Data
Origin of the data:

• Are you working with experimental or observational data? 
Is it a thought-about sample, or is it a convenience sample?
In both latter cases, be careful!

 The origin of the data has a strong impact on the quality of 
your findings, and on the conclusions that can be drawn. 

 If the sample is not representative: all warnings regarding the 
results are quickly forgotten, and one tends to only remember 
what is nice and shiny!



16Marcel Dettling, Zurich University of Applied Sciences

Applied Statistical Regression
HS 2011 – Week 01

The Data
Non-Response – systematically missing values

• Is there non-response, i.e. systematically missing values?
Are there some particular configurations where the 
measurements "couldn't be made", or are there typical 
groups of people who did not respond, etc.?

 These missing data are often equally important as the ones 
which are present, i.e. they also have a message.

 In such cases, goals and conclusions often need to be 
revised, as there are cases/things we could not observe. 
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The Data
Coding of the variables

• Be careful on how non-response and randomly missing data 
are coded! Always and only use "NA" for this.

• Are categorical variables correctly represented, and cannot be 
falsely interpreted as numeric values?

• For numerical varlues: are the measurement units correct and 
sensible, such that an analysis or comparison is possible?

• In real data, at least if they have a certain size, there are 
almost always some gross errors. Be careful in this respect, 
and make corrections where necessary.
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Simple Linear Regression
Example:

In India, it was observed that alkaline soil hampers plant 
growth. This gave rise to a search for tree species which show 
high tolerance against these conditions. 

An outdoor trial was performed, where 120 trees of a particular 
species were planted on a big field with considerable soil pH-
value variation. 

After 3 years of growth, every trees height was measured. 
Additionally, the pH-value of the soil in the vicinity of each tree 
was determined and recorded.
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Scatterplot: Tree Height vs. pH-value
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The Simple Linear Regression Model
for all i=1,…,n

What is the meaning of the parameters?
- response/predictors
- regression coefficients
- error term

Which assumptions are made (for the error term)?
- zero expectation
- constant variance
- uncorrelated
- but nothing (yet) on the distribution!

0 1i i iY x    
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Parameter Estimation
 See blackboard…
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Regression Line
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Gauss-Markov-Theorem
And: what can be done to obtain better estimates?

 See blackboard…
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Estimation of the Error Variance
Besides the regression coefficients, we also need to estimate 
the error variance. We require it for doing inference on the 
estimated parameters. The estimate is based on the residual 
sum of squares (abbreviation: RSS), in particular:

This is (almost) the “usual” variance estimator!
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Inference on the Parameters
Goal: is the relation target/predictor statistically significant?

 For this, we need:                           , i.i.d.

The test setup has the following hypotheses:
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Test statistic:
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Output of Statistical Software Packages
> summary(fit)

Call: lm(formula = height ~ ph, data = dat)

Coefficients: Estimate Std. Error t value Pr(>|t|)    

(Intercept)   28.7227  2.2395     12.82   <2e-16 ***

ph            -3.0034  0.2844    -10.56   <2e-16 ***

Residual stand. err.: 1.008 on 121 degrees of freedom

Multiple R-squared: 0.4797, Adjusted R-squared: 0.4754

F-statistic: 111.5 on 1 and 121 DF,  p-value: < 2.2e-16



27Marcel Dettling, Zurich University of Applied Sciences

Applied Statistical Regression
HS 2011 – Week 01

Prediction
The regression line can now be used for predicting the target 
value at an arbitrary (new) value. We simply do as follows:

Example: For a pH-value of 8.0, we expect a tree height of

A word of caution:

Doing interpolation is usually fine, but extrapolation (i.e. giving 
the tree height for pH-value 5.0) is generally “dangerous”.

* *
0 1

ˆ ˆŷ x  

28.7227 ( 3.0034 8.0) 4.4955   
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Confidence and Prediction Intervals
95% confidence interval: this is for the fitted value!

95% prediction interval: this is for future observations!
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Confidence and Prediction Intervals
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Does the Regression Line Fit Well?
If not, we are bound to incorrect conclusions!!!

Thus, it's wise to check the following:

•   regression line is the correct relation, zero error expected
 Residuals vs. predictor, or Tukey-Anscombe plot

•   scatter is constant, and the residuals are uncorrelated
 Residuals vs. predictor, or Tukey-Anscombe plot 

•   errors/residuals are normally distributed
 Normal plot of the residuals
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Normal Plot
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Tukey-Anscombe Plot
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How to Deal with Violations?
•   A few gross outliers
 check them for errors, correct or omit

•   Prominent long-tailed distribution
 robust fitting, to be discussed later

•   Skewed distribution and/or non-constant variance
 log- or square-root-transform the response
 use a different model (generalized linear model)

•    Non-random structure in the Tukey-Anscombe plot
 improve the model, i.e. predictors are missing


